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Goals for today

• Introductory Graph theory
• Molecules of life
• Different types of molecular networks



A network

• Describes connectivity patterns 
between the parts of a system
– Vertex/Nodes: parts, components
– Edges/Interactions/links: relationships

• Edges can have signs, directions, 
and/or weight

• A network is represented as a graph
– Node and vertex are used 

interchangeably
– Edge, link, and interaction are used 

interchangeably
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Notation

• u, v, vi, s, t: A vertex of a graph
• G: A graph defined by a tuple (V,E)
• V: set of vertices, {v1,.., vN} where N is the number of 

nodes
• E: set of edges, each edge is defined by a pair (vi, vj)

representing a link between these two vertices
• For an edge (vi, vj), vj is said to be adjacent to vi



A few graph-theoretic concepts

• Representing a graph
– Directed/Undirected/Weighted graph

• Connectivity on a graph
• Subnetworks/subgraphs
• Traversal on a graph



Representing a graph

• Adjacency matrix

• Adjacency list



Adjacency matrix

C

Adapted from Barabasi & Oltvai, Nature Reviews Genetics 2004 
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0 1 1 1 1 0 0 1
1 0 1 0 0 0 1 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 1 0 0
0 0 0 0 1 0 1 0
0 1 0 0 0 1 0 1
1 0 0 0 0 0 1 0
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A B C D E F G H
Matrix-based representation; dense

V={A, B, C, D, E, F, G, H}
E= {(A,B),(A,C),(A,D),(A,E),(A,H),(B,C),(B,G),(D,A),(E,A),(E,F),(F,G),(G,H)}



Adjacency list
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List based representation; sparse, space efficient
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Adjacency list versus matrix

• Adjacency list
• Space efficient
• Asking if there is an 

edge can be slow
• Preferred when the 

graph is sparse

• Adjacency matrix
• Very fast to ask if there 

is an edge
• Storage is N2, where N is 

the number of nodes in 
the graph

• Preferred when the 
graph is dense



Directed graphs
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• Edges have directionality on them
• Adjacency matrix is no longer symmetric

0 0 0 1 1 0 0 0
1 0 0 0 0 0 1 0
1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
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A B C D E F G H



Weighted graphs
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0 0 0 0.9 1.4 0
1.6 0 0 0 0 0
0.2 0.6 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 2
3.1 0 0 0 0 0

A
B
C
D
E
H

A B C D E H

• Edges have weights on them.
• We can have directed and undirected weighted graphs.
• The example shown is that of a directed weighted graph
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Node degree

• Undirected network
– Degree, k: Number of neighbors of a node

• Directed network
– In degree, kin: Number of incoming edges
– Out degree, kout: Number of outgoing edges 

C

B

A

D

G

H

E

F • In degree of B is 1
• Out degree of A is 2 

What is the out degree of E?



Paths and cycles

• Path: 
– a path from vertex s to t in G is a sequence of vertices (v0,…,vk) 

such that s=v0 and t=vk and (vi,vi+1) are edges in E.
– A path is simple if there are no repetitions of a vertex.

• Reachable: A vertex t is reachable from vertex s if there 
is a path from s to t

• Path length: The total number of edges in a path
• Shortest path: The path between two vertices with the 

shortest path length
• Cycle: A path where v0 and vk are the same



Paths and cycles
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• There are two paths from B to D
• Which is the shortest path?
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Connected components
• Connected components: The set of vertices that are 

reachable from one node to another
• Strongly connected components: The set of vertices 

that are reachable from one vertex to another in a 
directed graph.

• Connected graph: An undirected graph is connected 
if every pair of vertices is connected by a path

• Strongly connected graph: A directed graph where 
all vertices are reachable from each other



Connected components
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Two connected components

A B C D

E F G

Four strongly connected components

Connected components in an 
undirected graph

Connected components in a 
directed graph



Special types of graphs

• Complete graph: an undirected graph where all 
vertices are neighbors of each other 

• Bipartite graph: a graph G=(V,E) whose vertex set is 
divided into to sets, V1 and V2 such that for every 
edge (u,v) in E, u is in V1 and v is in V2

• Directed acyclic graph: A directed graph that has no 
cycles

• Tree: A graph where every pair of vertices are 
connected by a unique simple path



Subgraph

• A graph G’=(V,’E’) is a subgraph of a graph G=(V,E)
if V’⊆V (V’ is a subset of V) and E’⊆E.

• Given a subset V’⊆V, G’=(V’,E’) is a subgraph 
induced by V’ if E’={(u,v)∈ E; u, v ∈ V’}.

• We will use subgraph and subnetwork 
interchangeably

• Subgraphs we just saw:
– Cycle, path, connected component



Common graph traversal algorithms

• Breadth-first search
• Depth-first search



Breadth-first search (BFS)

• Given a graph G=(V,E) and a source vertex s, BFS 
explores G to 
– find every vertex that is reachable from s
– Computes the shortest path length from s to all reachable 

vertices
• BFS explores all vertices at a particular distance 

before the next
– So it uniformly accesses all vertices across the “breadth” of 

the frontier



Breadth first search algorithm sketch

• We will need two types of data structures
– Three arrays: color color, distance d, predecessor π
– A queue, queue Q, used for doing the traversal of nodes in 

a first in first out order
• Color: A node is white, black or gray
– White: as yet undiscovered
– Black: all neighbors have been discovered
– Gray: some neighbors may not have been discovered 

• Distance keeps track of the shortest path length 
• Predecessor is used to produce the path 



Breadth first search algorithm

1: procedure BFS(G,s)

2: for each vertex u 2 V (G) \ {s} do
3: color[u]=WHITE

4: ⇡[u]=NIL

5: d[u] = 1
6: ⇡[u] = NIL
7: end for
8: color[s]=GRAY

9: d[s] = 0
10: ⇡[s]=NIL

11: Q = ;
12: Push(Q, s)

13: while Q 6= ; do
14: u=Pop(Q)

15: for each v 2 Adj[u] do
16: if color[v]==WHITE then
17: color[v]=GRAY

18: d[v] = d[u] + 1
19: ⇡[v] = u
20: Push(Q, v)

21: end if
22: end for
23: color[u]=BLACK

24: end while
25: end procedure

1: procedure DFS(G)

2: for each vertex u 2 V (G) do
3: color[u]=WHITE

4: ⇡[u]=NIL

5: end for
6: time=0

7: for each vertex u 2 V (G) do
8: DFS-VIST(u)

9: end for
10: end procedure

2

1: procedure BFS(G,s)

2: for each vertex u 2 V (G) \ {s} do
3: color[u]=WHITE

4: ⇡[u]=NIL

5: d[u] = 1
6: end for
7: color[s]=GRAY

8: d[s] = 0
9: ⇡[s]=NIL

10: Q = ;
11: Push(Q, s)

12: while Q 6= ; do
13: u=Pop(Q)

14: for each v 2 Adj[u] do
15: if color[v]==WHITE then
16: color[v]=GRAY

17: d[v] = d[u] + 1
18: ⇡[v] = u
19: Push(Q, v)

20: end if
21: end for
22: color[u]=BLACK

23: end while
24: end procedure

1: procedure DFS(G)

2: for each vertex u 2 V (G) do
3: color[u]=WHITE

4: ⇡[u]=NIL

5: end for
6: time=0

7: for each vertex u 2 V (G) do
8: DFS-VIST(u)

9: end for
10: end procedure

2



Breadth first search example

Adapted from Introduction to Algorithms, 2nd Edition, Cormen, Leiserson, Rivest, Stein

∞

Q={s}

∞ ∞

∞

∞ ∞

∞0

sr t u

v w x y

Before while loop

1

Q={w,r}

∞ 1

∞

∞ ∞

∞0

sr t u

v w x y

Iteration 1



Breadth first search continued

Iteration 2

1

∞ 1

2

2 ∞

∞0

sr t u

v w x y

Q={r,t,x} Q={t,x,v}
Iteration 3

1

2 1

2

2 ∞

∞0

sr t u

v w x y



Depth first search

• Searches deeper in the graph whenever possible
• Edges are explored from the most recently 

discovered vertex with unexplored edges leaving it
• DFS is used for ”topological sort” and to find 

“strongly connected components”
• Like BFS needs color, predecessor
• Additionally stores start (d) and end time (f) of a 

node’s discovery



Depth first search algorithm

1: procedure BFS(G,s)

2: for each vertex u 2 V (G) \ {s} do
3: color[u]=WHITE

4: ⇡[u]=NIL

5: d[u] = 1
6: ⇡[u] = NIL
7: end for
8: color[s]=GRAY

9: d[s] = 0
10: ⇡[s]=NIL

11: Q = ;
12: Push(Q, s)

13: while Q 6= ; do
14: u=Pop(Q)

15: for each v 2 Adj[u] do
16: if color[v]==WHITE then
17: color[v]=GRAY

18: d[v] = d[u] + 1
19: ⇡[v] = u
20: Push(Q, v)

21: end if
22: end for
23: color[u]=BLACK

24: end while
25: end procedure

1: procedure DFS(G)

2: for each vertex u 2 V (G) do
3: color[u]=WHITE

4: ⇡[u]=NIL

5: end for
6: time=0

7: for each vertex u 2 V (G) do
8: DFS-VIST(u)

9: end for
10: end procedure

2

1: procedure DFS-VISIT(u)

2: color[u]=GRAY

3: time=time+1

4: d[u]=time

5: for each vertex v in Adj(u) do
6: if color[v]=WHITE then
7: ⇡[v] = u
8: DFS-VISIT(v)

9: end if
10: end for
11: color[u]=BLACK

12: time=time+1

13: f[u]=time

14: end procedure

3



Depth  first search example

vu w
Iteration 1

x y z

1/

x y z

1/ 2/

vu w

Iteration 2

x y z

1/ 2/

vu w

3/

Iteration 3

x y z

1/ 2/

vu w

3/4/

Iteration 4

x y z

1/ 2/

vu w

3/4/5

Iteration 5

x y z

1/ 2/

vu w

3/64/5

Iteration 6



Depth  first search example

x y z

1/ 2/7

vu w

3/64/5

Iteration 7

x y z

1/8 2/7

vu w

3/64/5

Iteration 8

x y z

1/8 2/7

vu w

3/64/5

9/

Iteration 9

x y z

1/8 2/7

vu w

3/64/5

9/

10/

Iteration 10

x y z

1/8 2/7

vu w

3/64/5

9/12

10/11

Final iteration



Take away points

• Adjacency lists and matrices are used to represent 
and analyze graphs

• Definitions of paths, cycles, connected components
• Breadth-first search
• Depth-first search



Goals for today

• Introductory Graph theory
• Molecules of life
• Different types of molecular networks



Organization of biological information

Organism

Tissue

Gene

Chromosome

Cell

http://publications.nigms.nih.gov/thenewgenetics/chapter1.html



An animal cell

http://www.genome.gov/Glossary/index.cfm?id=25



Molecules of life

• Deoxyribonucleic acid (DNA)
• Ribonucleic acid (RNA)
– Messenger RNA (mRNA)

• Makes proteins
– Non-coding RNA (ncRNA)

• Proteins
• Metabolites
• While DNA is mostly static, RNA, proteins, 

metabolites change between cell types, tissues, 
environmental conditions



Deoxyribonucleic acid (DNA)

image from the DOE Human Genome Program
http://www.ornl.gov/hgmis



DNA is a double helical molecule

• In 1953, James Watson and Francis Crick 
discovered DNA molecule has two strands 
arranged in a double helix

• This was possible through the Xray diffraction 
data from Maurice Wilkins and Rosalind Franklin

http://www.chemheritage.org/discover/online-resources/chemistry-in-history/themes/biomolecules/dna/watson-crick-wilkins-franklin.aspx

Watson and Crick

Maurice 
Wilkins

Rosalind Frankin



Nucleotides

• DNA is a polymer
• Composed of repeating chemical units called nucleotides
• Nucleotide
– Nitrogen containing base
– 5 carbon sugar: deoxyribose
– Phosphate group
– Phosphate-hydroxy bonds connect the

nucleotides
• Four nucleotides make DNA
– adenine (A), cytosine (C), guanine (G) and thymine (T)

Phosphate Base

Sugar

Hydroxy



DNA stores the blue print of an organism

• The heredity molecule
• Has the information needed to make an organism
• Double strandedness of the DNA molecule provides stability, 

prevents errors in copying
– one strand has all the information 



Chromosomes

• All the DNA of an organism is 
divided up into individual 
chromosomes

• Each chromosome is really a DNA 
molecule

• Different organisms have different 
numbers of chromosomes

Cell nucleus  

Adenine 
Base pairs 

[ 
Thymine •,Guanine 

Base pairs 
[ 

Cytosine • 
DNA's Double Helix. DNA molecules are found inside the cell's nucleus, tightly packed into chromosomes. Scientists use the term 
"double helix" to describe DNA's winding, two-stranded chemical structure. Alternating sugar and phosphate groups form the helix's 
two parallel strands, which run in opposite directions. Nitrogen bases on the two strands chemically pair together to form the 
interior, or the backbone of the helix. The base adenine (A) always pairs with thymine (T), while guanine (G) always pairs with cytosine (C). 

Image from www.genome.gov



DNA packaging in Chromatin

DNA is very long (3m in humans). The DNA is compressed and packaged inside a cell’s 
nucleus with the help of a few key proteins (histones). Collection of DNA and proteins is 
called chromatin.



Genes
• Genes are the units of heredity
• A gene is a sequence of 

nucleotides which specifies a 
protein or RNA molecule

• The human genome has ~ 
25,000 protein-coding genes 
(still being revised)

• One gene can have many 
functions

• One function can require many 
genes

…GTATGTCTAAGCCTGAATTCAGAACGGCTTC…



The central dogma of Molecular biology

DNA

RNA

Proteins

Transcription

Translation



RNA: Ribonucleic acid

• RNA 
– Made up of repeating nucleotides
– The sugar is ribose
– U is used in place of T

• A strand of RNA can be thought of as a string composed of 
the four letters: A, C, G, U

• RNA is single stranded
– More flexible than DNA
– Can double back and form loops
– Such structures can be more stable



Transcription
• In eukaryotes: happens inside the nucleus
• RNA polymerase (RNA Pol) is an enzyme that builds an 

RNA strand from a gene
• RNA Pol is recruited at specific parts of the genome in a 

condition-specific way. 
• Transcription factor proteins are assigned the job of RNA 

Pol recruitment.
• RNA that is transcribed from a protein coding region is 

called messenger RNA (mRNA)



Translation

• Process of turning mRNA into proteins.

• Happens outside of the nucleus inside the cytoplasm in 
ribosomes

• ribosomes are the machines that synthesize proteins from 
mRNA



Proteins

• Proteins are polymers too
• The repeating units are amino acids
• There are 20 different amino acids known
• DNA sequence of a gene codes for a protein
• Some types of proteins are transcription factors and 

metabolic enzymes, signaling proteins



Amino Acids
Alanine Ala A
Arginine Arg R
Aspartic Acid Asp D
Asparagine Asn N
Cysteine Cys C
Glutamic Acid Glu E
Glutamine Gln Q
Glycine Gly G
Histidine His H
Isoleucine Ile I
Leucine Leu L
Lysine Lys K
Methionine Met M
Phenylalanine Phe F
Proline Pro P
Serine Ser S
Threonine Thr T
Tryptophan Trp W
Tyrosine Tyr Y
Valine Val V



The genetic code: specifies how mRNA 
is translated into protein

Genetic code is degenerate



A video about transcription and 
translation



Metabolites

• Small molecules that are essential to living systems
– Water, sugars, fat

• Product or substrate of a metabolic process



Goals for today

• Introductory Graph theory
• Molecules of life
• Different types of molecular networks



Graphs for representing molecular 
networks

• Nodes are biological molecules
• Genes, proteins, metabolites, etc

• Edges represent interaction between molecules
• Many different types of molecular networks exist
• They vary based upon the node and edge semantics



Transcriptional regulatory networks
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following the procedure detailed in Materials and Meth-
ods. From the way they are built, the randomized net-
works have the same number of TF and RG nodes, and
each node has the same number of links as in the corre-
sponding original networks.

We further calculated the connectivity distributions for
the E. coli and S. cerevisiae, original and randomized, TF
and RG projected networks. As seen in the plots of Figures
4a and 4b, the connectivity distributions corresponding to
the E. coli TF-projected original and randomized networks
are power-law distributions with slope about -1.5. The
corresponding S. cerevisiae distributions show a slight
non-monotonic growing tendency.

In the plots of figures 4c and 4d, the connectivity distribu-
tions for the E. coli and S. cerevisiae RG-projected networks
are presented. Notice that the connectivity distributions
for the S. cerevisiae RG-projected networks show an
approximately exponential decreasing behaviour, while
the distributions corresponding to E. coli have various
local maxima and present a slow decreasing tendency.

Interestingly, the TF and RG projected networks of E. coli
and S. cerevisiae have very different connectivity structures,

despite the strong similarities observed in the bipartite-
network link distributions (see Figure 3). Furthermore,
the connectivity distributions of the original and rand-
omized RG-projected networks are very similar in both
the E. coli and S. cerevisie cases, while small deviations
from the behaviour of the randomized plots are observed
in the TF projections. This indicates to our understanding
that the observed differences between the connectivity
distributions of the E. coli and S. cerevisiae projected net-
works are mainly due to the very different number tran-
scription factors and regulated genes in both organisms.

A network's clustering coefficient (C) is an estimation of
its nodes tendency to form tightly connected clusters (see
Materials and Methods). We calculated the clustering
coefficient of the E. coli and S. cerevisiae, original and ran-
domized, TF- and RG-projected networks, and the results
are shown in Table 1. Observe that the clustering coeffi-
cient of the original and randomized RG projected net-
works are quite similar for both E. coli and S. cerevisiae.
Contrarily, the C values of the randomized TF projections
are consistently larger than those of the original network
projections.

Representation of the E. coli transcriptional regulatory networkFigure 1
Representation of the E. coli transcriptional regulatory network. a) Representation of the transcription-factor gene 
regulatory network of E. coli. Green circles represent transcription factors, brown circles denote regulated genes, and those 
with both functions are coloured in red. Projections of the network onto b) transcription factor and onto c) regulated gene 
nodes are also shown.

R G

T F(b)

(c)

(a)

E. coli

Regulatory network of E. coli.
153 TFs (green & light red),  1319 targets

Vargas and Santillan, 2008

A B

Gene C

Transcription factors 
(TF)

C

A B

• Directed, signed, weighted graph
• Nodes: TFs and Target genes
• Edges: A regulates C’s expression 

level

DNA



Protein-protein interaction networks

104 | FEBRUARY 2004 | VOLUME 5 www.nature.com/reviews/genetics

R E V I EW S

mathematical properties of random networks14. Their
much-investigated random network model assumes that
a fixed number of nodes are connected randomly to each
other (BOX 2). The most remarkable property of the model
is its ‘democratic’or uniform character, characterizing the
degree, or connectivity (k ; BOX 1), of the individual nodes.
Because, in the model, the links are placed randomly
among the nodes, it is expected that some nodes collect
only a few links whereas others collect many more. In a
random network, the nodes degrees follow a Poisson
distribution, which indicates that most nodes have
roughly the same number of links, approximately equal
to the network’s average degree, <k> (where <> denotes
the average); nodes that have significantly more or less
links than <k> are absent or very rare (BOX 2).

Despite its elegance, a series of recent findings indi-
cate that the random network model cannot explain
the topological properties of real networks. The 
deviations from the random model have several key
signatures, the most striking being the finding that, in
contrast to the Poisson degree distribution, for many
social and technological networks the number of nodes
with a given degree follows a power law. That is, the
probability that a chosen node has exactly k links 
follows P(k) ~ k –γ, where γ is the degree exponent, with
its value for most networks being between 2 and 3 
(REF. 15). Networks that are characterized by a power-law
degree distribution are highly non-uniform, most of
the nodes have only a few links. A few nodes with a very
large number of links, which are often called hubs, hold
these nodes together. Networks with a power degree
distribution are called scale-free15, a name that is rooted
in statistical physics literature. It indicates the absence
of a typical node in the network (one that could be
used to characterize the rest of the nodes). This is in
strong contrast to random networks, for which the
degree of all nodes is in the vicinity of the average
degree, which could be considered typical. However,
scale-free networks could easily be called scale-rich as
well, as their main feature is the coexistence of nodes of
widely different degrees (scales), from nodes with one
or two links to major hubs.

Cellular networks are scale-free. An important develop-
ment in our understanding of the cellular network
architecture was the finding that most networks within
the cell approximate a scale-free topology. The first evi-
dence came from the analysis of metabolism, in which
the nodes are metabolites and the links represent
enzyme-catalysed biochemical reactions (FIG. 1).As many
of the reactions are irreversible, metabolic networks are
directed. So, for each metabolite an ‘in’ and an ‘out’
degree (BOX 1) can be assigned that denotes the number
of reactions that produce or consume it, respectively.
The analysis of the metabolic networks of 43 different
organisms from all three domains of life (eukaryotes,
bacteria, and archaea) indicates that the cellular metabo-
lism has a scale-free topology, in which most metabolic
substrates participate in only one or two reactions, but a
few, such as pyruvate or coenzyme A, participate in
dozens and function as metabolic hubs16,17.

Depending on the nature of the interactions, net-
works can be directed or undirected. In directed
networks, the interaction between any two nodes has a
well-defined direction, which represents, for example,
the direction of material flow from a substrate to a
product in a metabolic reaction, or the direction of
information flow from a transcription factor to the gene
that it regulates. In undirected networks, the links do
not have an assigned direction. For example, in protein
interaction networks (FIG. 2) a link represents a mutual
binding relationship: if protein A binds to protein B,
then protein B also binds to protein A.

Architectural features of cellular networks
From random to scale-free networks. Probably the most
important discovery of network theory was the realiza-
tion that despite the remarkable diversity of networks
in nature, their architecture is governed by a few simple
principles that are common to most networks of major
scientific and technological interest9,10. For decades
graph theory — the field of mathematics that deals
with the mathematical foundations of networks —
modelled complex networks either as regular objects,
such as a square or a diamond lattice, or as completely
random network13. This approach was rooted in the
influential work of two mathematicians, Paul Erdös,
and Alfréd Rényi, who in 1960 initiated the study of the

Figure 2 | Yeast protein interaction network. A map of protein–protein interactions18 in
Saccharomyces cerevisiae, which is based on early yeast two-hybrid measurements23, illustrates
that a few highly connected nodes (which are also known as hubs) hold the network together.
The largest cluster, which contains ~78% of all proteins, is shown. The colour of a node indicates
the phenotypic effect of removing the corresponding protein (red = lethal, green = non-lethal,
orange = slow growth, yellow = unknown). Reproduced with permission from REF. 18 ©
Macmillan Magazines Ltd.

Barabasi et al. 2003

Yeast protein interaction network

X Y

X
Y

• Undirected, may or may not be 
weighted graph

• Nodes: Proteins
• Edges: Protein X physically 

interacts with protein Y



Signaling networks

Sachs et al., 2005, Science 

Receptors

P

Q

A
TF

A

P

Q

• Directed graph
• Nodes: Enzymes and other proteins
• Edges: Enzyme P modifies protein Q



Reactions associated with Galactose metabolism

Metabolic networks

Metabolites
N

M
a b

c

O

Enzymes

d

O

M N

KEGG

• Unweighted graph
• Nodes: Metabolic enzyme
• Edges: Enzymes M and N share a 

compound



Genetic interaction networks

ANRV394-GE43-24 ARI 10 October 2009 11:6

Step 1: 
Generate double mutant

Saccharomyces cerevisiae

Deletion library

X
Query strain

Mating

Caenorhabditis elegans

Bacterial RNAi libraryQuery strain

Feeding

Mammalian cell culture

Viral shRNA libraryQuery cell line

Infection

Step 2: 
Score phenotype and identify interactions

Measure viability 
using a dye

1 2

3 4
Report Well 1:  998 a.u.

Well 2:  956 a.u.
Well 3:  972 a.u.
Well 4:  211 a.u.

Count viable worms

1 2

3 4
Report Well 1:  30 worms

Well 2:  28 worms
Well 3:  29 worms
Well 4:  3 worms

Measure colony size

1 2

3 4
Report Colony 1:  98 pixels

Colony 2:  99 pixels
Colony 3:  95 pixels
Colony 4:  17 pixels

Step 3:
Build genetic interaction networks

2
3

4

Common biological
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Figure 1
An outline of systematic screening strategies in three prominent model systems, Saccharomyces cerevisiae,
Caenorhabditis elegans, and mammalian cell culture. All systematic screens follow a similar pattern involving
the generation of double mutants (Step 1), the scoring of a double mutant phenotype, which must be
compared with the corresponding single mutant phenotypes (Step 2) and the construction and interpretation
of the resulting genetic interaction matrix (Step 3). In Step 1, the black line with a red x indicates a mutated
gene in a chromosome. In Step 2, a.u. stands for arbitrary units.
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An outline of systematic screening strategies in three prominent model systems, Saccharomyces cerevisiae,
Caenorhabditis elegans, and mammalian cell culture. All systematic screens follow a similar pattern involving
the generation of double mutants (Step 1), the scoring of a double mutant phenotype, which must be
compared with the corresponding single mutant phenotypes (Step 2) and the construction and interpretation
of the resulting genetic interaction matrix (Step 3). In Step 1, the black line with a red x indicates a mutated
gene in a chromosome. In Step 2, a.u. stands for arbitrary units.
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Different types of networks

• Physical networks
– Transcriptional regulatory networks: interactions between 

regulatory proteins (transcription factors) and genes
– Protein-protein: interactions among proteins
– Signaling networks: protein-protein and protein-small molecule 

interactions to relay signals from outside the cell to the nucleus
• Functional networks

– Metabolic: reactions through which enzymes convert substrates 
to products

– Genetic: interactions among genes which when perturbed 
together produce a significant phenotype than when individually 
perturbed



“Omic” tools measure cellular molecular 
components in a high-throughput manner

Uwe Sauer, Matthias Heinemann, Nicola Zamboni, Science 2007
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