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BMI826 Computational Network Biology

• Course home page: 
https://compnetbiocourse.discovery.wisc.edu

• Instructor: Prof. Sushmita Roy 
– sroy@biostat.wisc.edu

• Office: room 3168, Wisconsin Institute for Discovery
• Your WISC cards will be enabled for upper floor access.

• Office hours:
– Tuesday/Thursday: 2:30pm-3:30 pm
– By appointment via email

• Class announcements via piazza
– Enroll at https://piazza.com/wisc/fall2018/bmi826023

https://compnetbiocourse.discovery.wisc.edu
mailto:craven@biostat.wisc.edu
https://piazza.com/wisc/fall2018/bmi826023
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Discovery building

Engineering hall



Course organization 
• Tentative schedule:

https://compnetbiocourse.discovery.wisc.edu/schedule-2/
• The material in this course is organized into five major topics
• At the beginning of each topic I will provide an introduction 

for the topic
• Most of the material is from published papers and review 

articles
– We will read and discuss papers from each of these topics

• Please see syllabus at https://compnetbiocourse.discovery.wisc.edu/syllabus/

– Readings will be made online on the schedule page.

• Last week or so will be project presentations

https://compnetbiocourse.discovery.wisc.edu/schedule-2/
https://compnetbiocourse.discovery.wisc.edu/syllabus/


Recommended background

• Computer science
– Introductory course in data structures is good, but not required

• Statistics 
– Good if you’ve had at least one course, but not required

• Molecular biology 
– Good if you have had some introductory course
– An interest in learning some basic molecular biology

• Programming background
– Familiarity with a Linux environment
– Be able to run programs on data on the command line
– Be able to write code to do some data analysis and computations



Course grading

• Written critiques: 20%
– Five written critiques: one for each major topic

• Written and implementation assignments: 30%
– Three or so

• Project: 45%
– Proposal 10%
– Report 20%
– In class presentation 15%

• In class participation: 5%



Writing a critique

• Critiques are due at the end of each  major topic
• Critiques will be a 1-2 page analysis of the papers 

read in each topic
– Specific papers to be included in the critique will be 

mentioned
• The critique should have the following components
– Overview of the problem area
– Approaches discussed
– Strengths and weaknesses
– Extensions to any of the approaches



Project information

• There are three main components to the project
– Proposal, In class presentation, Project report

• Project proposal draft (Oct 4th)
• Project proposal final draft (Oct 18th)
• Project presentations in last week of class
• Project report due (Dec 12th)
– Last day of lecture



Computational resources for this class

• Linux server “mi1.biostat.wisc.edu” available through 
the BMI department

• Please connect to mi1.biostat.wisc.edu
• Accounts for all registered students in the class have 

been requested



Goals for today

• Administrivia
• Course topics
• Short survey of background and interests



What is Network biology?
• A collection of algorithms and tools to build, interpret, and 

use graph representations of interacting molecular entities 

in biological and bio-medical problems (Adapted from 
Winterbach et al, 2013, BMC Systems Biology)

– ~15 years old

– The term Network biology was likely coined by Albert-László

Barabási & Zoltán N. Oltvai 2004

– Intersects with computer science, statistics, physics, molecular 

biology

• Related/overlapping areas

– Bioinformatics, Systems biology, Complex systems, Biological 

network analysis, Network science



Why Network biology?

• Cells are complex systems
– A complex system: many components that interact to determine 

overall function
– Networks are natural representations of complex systems

• Provides a framework and important tools for 
integration, interpretation and discovery

• Many biological applications e.g.
– Understanding complex biological processes at the molecular 

level
– Disease prognosis
– Interpretation of genetic variation
– Predictive models of cellular function
– Gene function prediction and prioritization



Overview of lecture topics

Biological problem
q Mapping regulatory network 

structure
q Dynamics and context 

specificity of networks
q Understanding design 

principles of biological 
networks

q Interpretation of sequence 
variants

q Identification of important 
genes

q Predicting the function of a 
gene

Computational approaches
q Probabilistic graphical models
q Graph structure learning
q Multiple network learning
q Graph clustering
q Graph alignment
q Diffusion on graphs

Course material is organized by the biological problem and 
computational approaches to address the problem



Network inference: How do molecular entities 
interact within a cell?
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with their roles in TLR responses, which 
demonstrates the power of such an un biased  
approach. For example, we correctly 
assigned 32 known regulators — including 
NF-κB, interferon response factors (IRFs) 
and signal transducer and activator of tran-
scription (STAT) proteins — to their target 
genes. In addition, we identified another 
68 regulators that have not been previ-
ously implicated in the response of DCs to 
TLR agonists. These included regulators 
of the cell cycle, such as retinoblastoma-
like 1 (RBL1), retinoblastoma 1 (RB1), 
E2F transcription factor 5 (E2F5), E2F8, 
N-MYC interactor (NMI), fused in sar-
coma (FUS) and TIMELESS. We quantified 
the contribution of each regulator to the 
control of two major transcriptional pro-
grammes in DCs (the inflammatory and 
antiviral responses), and this identified a 
core network of key regulators, as well as 

many fine-tuners. These regulators used 
feed-forward circuits, dominant activation 
and cross-inhibition to control response 
specificity. Most importantly, the regulatory 
network that we derived can help to explain 
the magnitude, direction and kinetics of 
gene expression in response to pathogen 
stimulation. For example, we found that the 
chromatin suppressor CBX4 is upregulated 
in DCs by stimulation with LPS but not by 
stimulation with polyinosinic–polycytidylic 
acid (polyI:C), and this might explain why 
there is a strong and sustained induction of 
interferon-β in response to viral component 
mimetics (such as polyI:C), but a lower 
and more transient induction in response 
to bacterial components or their mimetics 
(such as LPS and Pam3CSK4). We expect 
that mining of our dataset by other groups 
will uncover additional regulators and their 
roles in the circuit.

What the future holds
We propose four major directions for 
extending the network reconstruction  
strategies that we and others have 
described. First, it should be possible to 
expand the scope of circuit components, 
by studying a more broadly defined set 
of ‘regulators’. For example, the basic 
approach that we used for transcription 
factors in DCs can be naturally expanded 
to study signalling molecules. Indeed, we 
recently used transcriptional profiles to 
nominate candidate signalling proteins 
and then used RNAi to discover new sig-
nalling genes used by the TLR pathway, 
leading us to define a new arm of the anti-
viral pathway mediated by the Polo-like 
kinases30. This is consistent with the large 
number of cell cycle transcriptional regu-
lators in the antiviral transcriptional net-
work29. Furthermore, by using proteomics 

Figure 2 | An overview of the proposed network reconstruction strategy. 
The figure shows the four major steps in network reconstruction and examples 
QH�VGEJPQNQIKGU�VJCV�EQWNF�DG�WUGF�CV�GCEJ�UVGR��%J+2sUGS��EJTQOCVKP�KOOWPQ�
RTGEKRKVCVKQP�HQNNQYGF�D[�UGSWGPEKPI��%[61(��E[VQOGVT[�D[�VKOG�QH�HNKIJV�OCUU�

spectrometry; HITS-CLIP, JKIJ�VJTQWIJRWV�UGSWGPEKPI�QH�40#U�KUQNCVGF�D[�
ETQUUNKPMKPI�KOOWPQRTGEKRKVCVKQP��NPE40#��NCTIG�PQP�EQFKPI�40#��40#�UGS��
40#�UGSWGPEKPI��46�2%4� reverse transcription PCR; shRNA, small hairpin 
RNA; siRNA, small interfering RNA; TALE, transcription activator-like effector.
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differences from the mean ranged from 30 (in vineyard strain I14)
to nearly 600 (in clinical isolate YJM789), with a median of 88
expression differences per strain. The number of expression
differences did not correlate strongly with the genetic distances of
the strains (R2 = 0.16). However, this is not surprising since many
of the observed expression differences are likely linked in trans to
the same genetic loci [27,31,34,35,43]. Consistent with this
interpretation, we found that the genes affected in each strain
were enriched for specific functional categories (Table S4),
revealing that altered expression of pathways of genes was a
common occurrence in our study.
We noticed that some functional categories were repeatedly

affected in different strains. To further explore this, we identified
individual genes whose expression differed from the mean in at
least 3 of the 17 non-laboratory strains. This group of 219 genes
was strongly enriched for genes involved in amino acid metabolism
(p,10214), sulfur metabolism (p,10214), and transposition
(p,10247), revealing that genes involved in these functions had
a higher frequency of expression variation. Differential expression

of some of these categories was also observed for a different set of
vineyard strains [26,28], and the genetic basis for differential
expression of amino acid biosynthetic genes in one vineyard strain
has recently been linked to a polymorphism in an amino acid
sensory protein [35]. We also noted that the 1330 genes with
statistically variable expression in at least one non-laboratory
strain were enriched for genes that contained upstream TATA
elements [46] (p = 10216) and genes with paralogs (p = 1026) but
under-enriched for essential genes [47] (p = 10225). The trends
and statistical significance were similar using 953 genes that varied
significantly from YPS163. Thus, genes with specific functional
and regulatory features are more likely to vary in expression under
the conditions examined here, consistent with reports of other
recent studies [30,43,48,49] (see Discussion).

Influence of Copy Number Variation on Gene Expression
Variation
Expression from transposable Ty elements was highly variable

across strains. However, Ty copy number is known to vary widely

Figure 3. Variation in gene expression in S. cerevisiae isolates. The diagrams show the average log2 expression differences measured in the
denoted strains. Each row represents a given gene and each column represents a different strain, color-coded as described in Figure 1. (A) Expression
patterns of 2,680 genes that varied significantly (FDR= 0.01, paired t-test) in at least one strain compared to S288c. (B) Expression patterns of 953
genes that varied significantly in at least one strain compared to strain YPS163 (FDR= 0.01, unpaired t-test). For (A) and (B), a red color indicates
higher expression and a green color represents lower expression in the denoted strain compared to S288c, according to the key. (C) Expression
patterns of 1,330 genes that varied significantly (FDR= 0.01, paired t-test) in at least one strain compared to the mean expression of all 17 strains.
Here, red and green correspond to higher and lower expression, respectively, compared to the mean expression of that gene in all strains. Genes
were organized independently in each plot by hierarchical clustering.
doi:10.1371/journal.pgen.1000223.g003

Phenotypic Variation in Yeast

PLoS Genetics | www.plosgenetics.org 5 October 2008 | Volume 4 | Issue 10 | e1000223
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Computational concepts
1. Different types of graphical models for 

network representation
2. Learning graphical models from data
3. Integrating prior information into models



Network dynamics: How do networks change 
between different biological contexts?

Context C1

Context C2

Contexts can be different time points, 
cell types, disease states, organisms

gene ontology (GO) groups) and then visualize the
interactions amongst the groups. TVNViewer provides a
two-level network view specifically designed to allow
high level exploration of the network at the group level,
while still being able to zoom in to explore individual
gene interactions. Consider analyzing a T4 malignant
breast cancer cell network with 5440 genes (nodes), gen-
erated using Treegl [15]. A two-level network view using
second level GO biological process groups is shown in
Figure 3A. One can zoom in on a specific group, such as
“necrosis” (Figure 3B), revealing the genes associated
with that group. The analyst can zoom even further by
selecting a particular gene to reveal its specific interac-
tions. For example Figure 3C shows that the TUBB gene
(tubulin beta) interacts with genes from many groups,

most notably the signaling process and biological adhesion
groups. This makes sense since TUBB encodes proteins
that are important to GTP binding and GTPase activityin
addition to its involvement in the structure of the
cytoskeleton. Thus, the two-level view provides the
analyst with both a high level perspective of the net-
works while simultaneously allowing him to focus on
particular genes.

Directed graphs
TVNViewer can be used to visualize both directed and
undirected graphs. Directed graphs are valuable if an
analyst is interested in cases where the direction of the
edge is significant, such as in a regulatory cascade. The
initial layout of the graph is not changed in the case of

t=1

t=2 t=3 t=4 t=5 t=6 t=7

t=8 t=9 t=10 t=11 t=12 t=13

t=14 t=15 t=16 t=17 t=18 t=19

t=20 t=21 t=22 t=23 t=24

Figure 2 One-level gene network view. We use the one-level gene network view in TVNViewer to explore the rewiring of a subnetwork of
genes generated from the yeast cell cycle data. The network rewires across two different cell cycles. The first cycle occurs during t = 1-12, and the
second cycle is from t = 13-24. We can readily observe that the network is most active during the initial phases of the cell cycle, which coincide
with the G1 phase. While there is overlap between the timing of phases, G1 occurs at the beginning of the cell cycle, so roughly time points 1–6
and 13–18.

Curtis et al. BMC Bioinformatics 2012, 13:204 Page 4 of 13
http://www.biomedcentral.com/1471-2105/13/204

Gene network rewiring during cell cycle
From Curtis et al., BMC Bioinformatics 2012

Computational concepts
1. Multi-task learning
2. Dynamic models for networks



Network topology: How is a network 
organized?

Barabasi & Oltvai, Nature Review 
Genetics 2004

Computational concepts
1. Degree distribution
2. Network motifs
3. Centrality measures

NATURE REVIEWS | GENETICS VOLUME 5 | FEBRUARY 2004 | 105

R E V I EW S

Box 2 | Network models

Network models are crucial for shaping our understanding of complex networks and help to explain the origin of observed network
characteristics. There are three models that had a direct impact on our understanding of biological networks.

Random networks 
The Erdös–Rényi (ER) model of a random network14 (see figure, part A) starts with N nodes and connects each pair of nodes with probability p,
which creates a graph with approximately pN(N–1)/2 randomly placed links (see figure, part Aa). The node degrees follow a Poisson distribution
(see figure, part Ab), which indicates that most nodes have approximately the same number of links (close to the average degree <k>). The tail
(high k region) of the degree distribution P(k) decreases exponentially, which indicates that nodes that significantly deviate from the average are
extremely rare. The clustering coefficient is independent of a node’s degree, so C(k) appears as a horizontal line if plotted as a function of k (see
figure, part Ac). The mean path length is proportional to the logarithm of the network size, l ~ log N, which indicates that it is characterized by the
small-world property.

Scale-free networks
Scale-free networks (see figure, part B) are characterized by a power-law degree distribution; the probability that a node has k links follows 
P(k) ~ k –γ, where γ is the degree exponent. The probability that a node is highly connected is statistically more significant than in a random graph,
the network’s properties often being determined by a relatively small number of highly connected nodes that are known as hubs (see figure, part
Ba; blue nodes). In the Barabási–Albert model of a scale-free network15, at each time point a node with M links is added to the network, which
connects to an already existing node I with probability ΠI = kI/ΣJkJ, where kI is the degree of node I (FIG. 3) and J is the index denoting the sum over
network nodes. The network that is generated by this growth process has a power-law degree distribution that is characterized by the degree
exponent γ = 3. Such distributions are seen as a straight line on a log–log plot (see figure, part Bb). The network that is created by the
Barabási–Albert model does not have an inherent modularity, so C(k) is independent of k (see figure, part Bc). Scale-free networks with degree
exponents 2<γ<3, a range that is observed in most biological and non-biological networks, are ultra-small34,35, with the average path length
following ! ~ log log N, which is significantly shorter than log N that characterizes random small-world networks.

Hierarchical networks
To account for the coexistence of modularity, local clustering and scale-free topology in many real systems it has to be assumed that clusters
combine in an iterative manner, generating a hierarchical network47,53 (see figure, part C). The starting point of this construction is a small cluster
of four densely linked nodes (see the four central nodes in figure, part Ca). Next, three replicas of this module are generated and the three external
nodes of the replicated clusters
connected to the central node of
the old cluster, which produces a
large 16-node module. Three
replicas of this 16-node module
are then generated and the 16
peripheral nodes connected to
the central node of the old
module, which produces a new
module of 64 nodes. The
hierarchical network model
seamlessly integrates a scale-free
topology with an inherent
modular structure by generating
a network that has a power-law
degree distribution with degree
exponent γ = 1 + !n4/!n3 = 2.26
(see figure, part Cb) and a large,
system-size independent average
clustering coefficient <C> ~ 0.6.
The most important signature of
hierarchical modularity is the
scaling of the clustering
coefficient, which follows 
C(k) ~ k –1 a straight line of slope
–1 on a log–log plot (see figure,
part Cc). A hierarchical
architecture implies that sparsely
connected nodes are part of
highly clustered areas, with
communication between the
different highly clustered
neighbourhoods being
maintained by a few hubs 
(see figure, part Ca).
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Graph clustering: functional and disease 
module identification

Recently, network propagation methods such as 
those implemented in the bioinformatics tools HotNet 
and TieDIE (TABLE 1) have been used for network map-
ping of cancer mutations. These methods have proven 
particularly valuable for discovering mutational hot-
spots in human cancers67,70–74. For example, in one 
implementation of the application tool HotNet67, sig-
nificantly mutated pathways in glioblastomas and 
adenocarcinomas were identified through network 
propagation of associated cancer mutation profiles. 
Here, diffusion flow was run on a human protein–pro-
tein network that was seeded from known cancer genes 
to map their global neighbourhood of interaction. This 
operation translates to computing the ‘influence’ of can-
cer genes on all remaining genes in the network (BOX 1). 
The resulting ‘influence network’ (representing the full 
set of network connectivities surrounding cancer seed 
genes) was subsequently partitioned into weighted 
subnetworks. Thresholds were applied to these sub-
networks according to either the number of patients in 
which they were mutated, or by the average number of 
somatic mutations that were associated per interacting 
gene pair in a given subnetwork, as informed by tumour 
sequence profiles. The highest weighted subnetworks 
marked significantly mutated cancer pathways. Such 
strategies have become increasingly popular and data-
rich owing to easy availability of genome sequence and 
other ‘omics profiles in public repositories such as The 
Cancer Genome Atlas (TCGA)38,71,72.

Additionally, numerous propagation-based tools 
such as RegMod45, ResponseNet75 and NetWalker76 
(TABLE 1) permit functional network analysis informed 
by transcriptomic data. For example, ResponseNet 
traces information flow from upstream response 
regulators through signalling and regulatory path-
ways embedded in integrated protein networks to 
provide pathway-based explanations for downstream 
transcriptional changes that are captured in gene  
expression profiles.

Network propagation methods are particularly 
suitable for annotation, ranking or clustering of genes 
(such as disease genes) based on affiliations formed by 
network connectivity. In these situations, deciphering 
the precise architecture of a network is usually not a 
primary goal. Rather, the main motivation behind net-
work propagation is to take advantage of the general 
functional proximity of genes to one another. Hence, 
the phrase ‘network smoothing’ is often used to describe 
such strategies.

Clustering-based methods. The third group of methods 
uses simultaneous clustering of network interactions and 
the conditions under which these interactions are active, 
in a concept termed ‘biclustering’46. Clustering based 
on network topology alone has proven instrumental in 
defining basic principles of modular network organiza-
tion7,77,78. Biclustering algorithms further expand these 
capabilities by evaluating both network connectivity 
and the correlation of omics-based performance across 
multiple samples or conditions36,46,79,80. A quantita-
tive assessment of biclustering methods was recently 

Nature Reviews | Genetics
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Computational concepts
1. Graph clustering
2. Modularity measures

Barabasi et al., Nat Rev 
Genetics 2011
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Edgetic
Edgetic perturbations denote 
mutations that do not result  
in the complete loss of a  
gene product, but affect one 
or several interactions (and 
thus functions) of a protein. 
From a network perspective, 
an edgetic perturbation 
removes one or several links, 
but leaves the other links  
and the node unaffected.

Shared gene hypothesis and the human disease network. 
The linkage of a gene to different disease pathopheno-
types often indicates that these diseases have a common 
genetic origin. Motivated by this hypothesis, Goh et al.42 
used the gene–disease associations that are collected 
in the OMIM database to build a network of diseases 
that are linked if they share one or more genes. In the 
obtained human disease network (HDN), 867 of 1,284 
diseases with an associated gene are connected to at least 
one other disease, and 516 of them belong to a single 
disease cluster (FIG. 5). The clustering of nodes of similar 
colour in FIG. 5, denoting the disease class, reflects the 
fact that similar pathophenotypes have a higher likeli-
hood of sharing genes than do pathophenotypes that 
belong to different disease classes. For example, cancers 
form a tightly interconnected and easily detectable clus-
ter, which is held together by a small group of genes that 
are associated with multiple cancers.

To determine whether the sharing of genes has con-
sequences for disease occurrence in populations, the 
comorbidity between linked disease pairs has been 
examined90 (FIG. 5). This analysis indicates that a patient 
is twice as likely to develop a particular disease if that 
disease shares a gene with the patient’s primary disease. 
But many disease pairs that share genes do not show sig-
nificant comorbidity. One explanation is that different 
mutations in the same gene can have different effects on 
the gene product, and therefore different pathological 
consequences91 that are organ and context dependent. 
Such ‘edgetic’ alleles affect a specific subset of links in 
the interactome92. Consistent with this view, disease 
pairs that are associated with mutations that affect 

the same functional domain of a protein show higher 
comorbidity than do disease pairs with mutations that 
occur in different functional domains90 (FIG. 5).

Shared metabolic pathway hypothesis and the meta-
bolic disease network. An enzymatic defect that affects 
the flux of one reaction can potentially affect the 
fluxes of all downstream reactions in the same path-
way, leading to disease phenotypes that are normally 
associated with these downstream reactions. Thus,  
for metabolic diseases, links that are induced by shared 
metabolic pathways are expected to be more relevant 
than are links based on shared genes. In support of 
this hypothesis, Lee et al.93 constructed a metabolic 
disease network (MDN) in which two disorders are 
connected if the enzymes associated with them cata-
lyse adjacent reactions (FIG. 5b). The visually apparent 
clustering of the MDN mirrors distinct metabolic path-
ways. For example, purine metabolism consists of 62 
reactions associated with 33 diseases, including nucle-
oside phosphorylase deficiency and congenital dys-
erythropoietic anaemia, which form a visually distinct 
cluster. Comorbidity analysis confirms the functional 
relevance of metabolic coupling: disease pairs that are 
linked in the MDN have a 1.8-fold increased comor-
bidity compared to disease pairs that are not linked 
metabolically93. Comorbidity is even more pronounced 
if the fluxes of the reactions that are catalysed by the 
respective disease genes are themselves coupled; that 
is, changes in one flux induce significant changes in 
the other flux, even if the corresponding reactions are 
not adjacent.

Figure 2 | Disease modules. Schematic diagram of the three modularity concepts that are discussed in this Review.  
a | Topological modules correspond to locally dense neighbourhoods of the interactome, such that the nodes of  
the module show a higher tendency to interact with each other than with nodes outside the module. As such, 
topological modules represent a pure network property. b | Functional modules correspond to network neighbourhoods 
in which there is a statistically significant segregation of nodes of related function. Thus, a functional module requires us 
to define some nodal characteristics (shown as grey nodes) and relies on the hypothesis that nodes that are involved in 
closely related cellular functions tend to interact with each other and are therefore located in the same network 
neighbourhood. c | A disease module represents a group of nodes whose perturbation (mutations, deletions, copy 
number variations or expression changes) can be linked to a particular disease phenotype, shown as red nodes. The tacit 
assumption in network medicine is that the topological, functional and disease modules overlap, so that functional 
modules correspond to topological modules and a disease can be viewed as the breakdown of a functional module.
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subgraph under some mapping of the 
proteins between the two species) or 
inexact, allowing unmatched nodes 
on either subnetwork. This problem 
was first studied by Kelley et al.17 in the 
context of local network alignment; 
its later development accompanied 
the growth in the number of mapped 
organ isms.5,7,9,33 The third problem 
that has been considered is global net-
work alignment (Figure 1c), where one 
wishes to align whole networks, one 
against the other.4,34 In its simplest 
form, the problem calls for identifying 
a 1-1 mapping between the proteins 
of two species so as to optimize some 
conservation criterion, such as the 
number of conserved interactions be-
tween the two networks.

All these problems are NP-hard as 
they generalize graph and subgraph 
isomorphism problems. However, 
heuristic, parameterized, and ILP ap-
proaches for solving them have worked 
remarkably well in practice. Here, we 
review these approaches and demon-
strate their good performance in prac-
tice both in terms of solution quality 
and running time.

Heuristic Approaches
As in other applied fields, many prob-
lems in network biology are amenable 
to heuristic approaches that perform 
well in practice. Here, we highlight two 
such methods: a local search heuristic 
for local network alignment and an 
eigenvector-based heuristic for global 
network alignment.

NetworkBLAST32 is an algorithm 
for local network alignment that aims 
to identify significant subnetwork 
matches across two or more networks. 
It searches for conserved paths and 
conserved dense clusters of interac-
tions; we focus on the latter in our de-
scription. To facilitate the detection 
of conserved subnetworks, Network-
BLAST first forms a network alignment 
graph,17,23 in which nodes correspond 
to pairs of sequence-similar proteins, 
one from each species, and edges cor-
respond to conserved interactions (see 
Figure 2). The definition of the latter is 
flexible and allows, for instance, a di-
rect interaction between the proteins of 
one species versus an indirect interac-
tion (via a common network neighbor) 
in the other species. Any subnetwork 
of the alignment graph naturally corre-

Figure 2. The NetworkBLAST local network alignment algorithm. Given two input 
networks, a network alignment graph is constructed. Nodes in this graph correspond 
to pairs of sequence-similar proteins, one from each species, and edges correspond to 
conserved interactions. A search algorithm identifies highly similar subnetworks that 
follow a prespecified interaction pattern. Adapted from Sharan and Ideker.30

Figure 3. Performance comparison of computational approaches. 

(a) An evaluation of the quality 
of NetworkBLAST’s output 
clusters.  NetworkBLAST was 
applied to a yeast network from 
Yu et al.39 For every protein that 
served as a seed for an output 
cluster, the weight of this cluster 
was compared to the optimal 
weight of a cluster containing 
this protein, as computed using 
an ILP approach. The plot shows 
the % of protein seeds (y-axis) 
as a function of the deviation 
of the resulting clusters from 
the optimal attainable weight 
(x-axis). 

(b) A comparison of the 
running times of the dynamic 
programming (DP) and ILP 
approaches employed by 
Torque.7 The % of protein 
complexes (queries, y-axis) 
that were completed in a given 
time (x-axis) is plotted for 
the two algorithms. The shift 
to the left of the ILP curve 
(red) compared with that of 
the dynamic programming 
curve (blue) indicates the ILP 
formulation tends to be faster 
than the dynamic  programming 
implementation.

(a)

(b)

Computational concepts
1. Clustering on graphs
2. Scoring subnetworks and subnetwork search
3. Matrix factorization Kelley et al PNAS 2003



Graph diffusion: Which genes are most 
important? 

data were available were given a rank of 100 (and therefore an

enrichment score of 0.5). No correction was made for intervals

within which some proteins had no interaction data. If a particular

method assigns an identical score to more than one gene, we as-

sume the worst case, in which the true disease gene is the last to

be sequenced from the set of equally ranked genes.

Another measure of performance of the algorithm is the

receiver-operating characteristic (ROC) analysis, which plots the

true-positive rate (TPR) versus the false-positive rate (FPR) subject

to the threshold separating the prediction classes. The TPR/FPR

is the rate of correctly/incorrectly classified samples of all samples

classified to class þ1. For evaluating rankings of disease-gene pre-

dictions, ROC values can be interpreted as a plot of the frequency

of the disease genes above the threshold versus the frequency of

disease genes below the threshold, where the threshold is a specific

position in the ranking.10 In order to compare different curves ob-

tained by ROC analysis, we calculate the area under the ROC curve

(AUROC) for each curve.

Results

In this work, we constructed an interaction network based
on a total of 35,910 interactions between human proteins

as well as 38,975 mapped interactions from four other spe-
cies. Additionally predicted protein interactions from the
STRING database26 were used (Table 1). We adapted a global
distance measure based on random walk with restart
(RWR) to define similarity between genes within this inter-
action network and to rank candidates on the basis of this
similarity to known diseases genes. Intuitively, the RWR
algorithm calculates the similarity between two genes, i
and j, on the basis of the likelihood that a random walk
through the interaction network starting at gene i will
finish at gene j, whereby all possible paths between the
two genes are taken into account. In our implementation,
we let the random walk start with equal probability from
each of the known disease-gene family members in order
to search for an additional family member in the linkage
interval (Figure 1). For comparison, we also implemented
a similar global search algorithm based on the diffusion
kernel (DK), which conceptually performs a different
type of random walk calculated by matrix exponentiation
(see Material and Methods for mathematical details). In
order to compare the performance of global and local net-
work search algorithms, we implemented two previous

Figure 1. Disease-Gene Prioritization
(A) All candidate genes contained in the linkage interval are mapped to the interaction network, as are all previously known disease genes
of the family in question. Our method then assigns a score to each of the candidate genes, with investigation of the relative location of
the candidate to all of the known ‘‘disease genes’’ by the use of global network-distance measures. The genes in the linkage interval are
ranked according to the score in order to define a priority list of candidates for further biological investigation.
(B–D) Each of the three subnetworks displays a different configuration consisting of the same number of nodes. The global distance be-
tween a hypothetical disease gene (x) and a candidate gene (y) is different in each case. In (B), proteins x and y are connected via a hub
node with many other connections, so that the global similarity (sxy) is less than in (C), where x and y are connected by a protein with
fewer connections than those of the hub. On the other hand, nodes that are connected by multiple paths (D) receive a higher similarity
than do nodes connected by only one path. Note that the shortest path between x and y is identical in each case (B–D), so that distance
measures relying on such local information cannot differentiate between these three types of connection. In particular, the approach
taking only direct interactions with gene x into account would identify gene y as a candidate in none of the three cases.
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Computational concepts
1. Random walks on graphs
2. Graph diffusion kernels
3. Random walks on graphs



Graph diffusion: Characterizing genetic 
variation and impact on complex phenotypes

Ye et al, 2014, Science, Leiserson et 
al., Nature Genetics 2015 

Computational concepts
1. Graph diffusion methods
2. Subnetwork identification
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INTRODUCTION: The activation of CD4+ 

T lymphocytes by antigen initiates adap-

tive immune responses, amplifying rare 

antigen-specific clones and leading to func-

tional specialization of effector T cells, in 

particular through the spectrum of cyto-

kines they produce. Pathogens have exerted 

selective pressure during recent human 

evolution and migrations, but selection for 

a type of response that is optimal against 

one microbe class could carry a price in 

less-effective responses to other microbes 

or in impaired self-tolerance and autoim-

mune disease. Little is known about inter-

Intersection of population variation 
and autoimmunity genetics in human 
T cell activation

IMMUNOGENETICS

Chun Jimmie Ye, Ting Feng, Ho-Keun Kwon, Towfique Raj, Michael Wilson, 

Natasha Asinovski, Cristin McCabe, Michelle H. Lee, Irene Frohlich, Hyun-il Paik, 

Noah Zaitlen, Nir Hacohen, Barbara Stranger, Philip De Jager, Diane Mathis, 

Aviv Regev,* Christophe Benoist*

RESEARCH ARTICLE SUMMARY

Characterizing the variation in T cell response. A total of 348 individuals from the ImmVar 

cohort donated blood for CD4+ T cell isolation and genotyping. The T cells were subsequently 

activated to mimic the recognition of the cognate antigen. The variability in adaptive immune 

response, which may have genetic and nongenetic components, was characterized by profiling 

the response of activated T cells. A computational analysis uncovered genetic drivers for this 

variation and pinpointed molecular mechanisms by which they may act.
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individual variation in the responsiveness 

of human CD4+ T cells and how genetic 

variation affects the tone and intensity of T 

cell responses in human individuals.

RATIONALE: As the third arm of the 

ImmVar project, we performed a rigorously 

controlled analysis of the responses of hu-

man blood CD4+ T cells to activation in un-

biased conditions or in a culture regimen 

that promotes differentiation to the T helper 

17 cell (T
H
17) phenotype. To permit an ap-

preciation of the breadth of variation across 

humans, we investigated these responses in 

a cohort of 348 healthy human volunteers 

representing three different ancestries (Af-

rican, Asian, and European). Responses to 

activation were evaluated by gene expres-

sion profiling, focused on the transcripts 

that best represent the response, its vari-

ability, and its functional consequences. Re-

lating these data to dense single-nucleotide 

polymorphism genotypes from the partici-

pants, we identified the genetic contribu-

tions to this variation by using heritability 

analysis and fine-mapped previously un-

known expression quantitative trait loci 

(eQTLs) that control these responses by us-

ing trans-ethnic meta-analysis.

RESULTS: We observed a high degree of 

interindividual variability, much of which 

was reproducible for a given subject. This 

variability followed complex patterns and 

did not reduce simply to dominant T
H
1, 2, 

or 17 types. We identified 39 loci associated 

in cis with gene activation in T cells. These 

explained on average 25% of the repeatable 

variation, but a major element could not be 

ascribed to simple genetic effects, instead 

reflecting environmental influences, immu-

nologic history, or complex integration of 

network regulation. Of activation-induced 

genes, cytokines showed the most variabil-

ity, but with little or no cis genetic control, 

in contrast to cytokine receptors, which 

were less variable but for which several 

eQTLs were detected. Ancestry of the do-

nors markedly influenced T cell responses, 

with stronger T
H
17 be-

ing associated with 

African descent. We 

fine-mapped and vali-

dated experimentally a 

single-base variant that 

modulates binding of 

the transcription factor YY1 and hence the 

activity of an enhancer element controlling 

the autoimmune-associated IL2RA gene, af-

fecting its activity in activated but not regu-

latory T cells.

CONCLUSION: Echoing the linked ImmVar 

studies, we find that the relevant cell type 

and context are essential for discovering 

the genetic drivers of cell-specific responses 

and of connected autoinflammatory dis-

eases. Our study lays the groundwork for 

further explorations into the relative con-

tributions of genes and their environment 

on immunological processes, which should 

aid in our understanding of autoimmune 

disease and its genetic underpinnings.  � 
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(Online Methods, Supplementary Note 1 and Supplementary 
Fig. 4). Combining diverse data types from five different human 
cancers, we demonstrated that SNF yields coherent, clinically 
relevant patient subtypes and improves on the performance of 
popular integrative approaches and a network-based approach 
that uses individual data types. The SNF software easily scales 
to multiple genome-wide data types with tens of thousands of 
measurements and is freely available as Supplementary Software 
and at http://compbio.cs.toronto.edu/SNF/.

RESULTS
Method overview
Given two or more types of data for the same set of samples (e.g., 
patients), SNF first creates a network for each data type and then 
fuses these into one similarity network. The initial step is to use a 
similarity measure for each pair of samples to construct a sample-
by-sample similarity matrix for each available data type (Fig. 1a,b). 
The matrix is equivalent to a similarity network where nodes are 
samples (e.g., patients) and the weighted edges represent pairwise 
sample similarities (Fig. 1c). Both matrices and networks are effec-
tive visual representations: similarity matrices help identify global  
patterns (clusters), whereas networks emphasize the detailed  
similarity patterns and the types of data that support each edge.

The network-fusion step (Fig. 1d) uses a nonlinear method 
based on message-passing theory10 that iteratively updates every 
network, making it more similar to the others with every itera-
tion. After a few iterations, SNF converges to a single network 
(Fig. 1e). The empirical convergence for a variety of data sets is 
shown on Supplementary Figures 5–7. The method is robust  
to a variety of the hyperparameter settings (Online Methods and 
Supplementary Figs. 8–10). The advantage of our integrative 
procedure is that weak similarities (low-weight edges) disappear, 
helping to reduce the noise (Fig. 2 and Supplementary Fig. 2),  
and strong similarities (high-weight edges) present in one or  
more networks are added to the others. Additionally, low-weight 
edges supported by all networks are retained depending on how 
tightly connected their neighborhoods are across networks.  
Such nonlinearity allows SNF to make full use of a network’s  

local structure, integrating common as well as complementary 
information across networks.

A case study: glioblastoma multiforme
Multiple integrative approaches have been applied to understand 
the heterogeneity and identify the subtypes of glioblastoma multi-
forme (GBM), an aggressive adult brain tumor. Depending on the 
type of data used, these integrative analyses often lead to different 
conclusions. For example, one analysis that had combined expres-
sion and copy-number-variant data had identified two subtypes11, 
but a later analysis2, driven primarily by expression data, had 
identified four subtypes, which does not agree with the previous 
findings. A recent DNA methylation–based approach had identi-
fied three subtypes: one characterized by a somatic mutation in 
IDH1 (ref. 12) and two others roughly corresponding to the sub-
types identified in ref. 2. Though methylation data had been used 
for the analysis in ref. 2, the IDH subtype had not been identified 
because of the expression data–driven subtyping analysis.

We used SNF to fuse three data types for 215 patients with GBM: 
DNA methylation (1,491 genes), mRNA expression (12,042 genes) 
and miRNA expression (534 miRNAs). As expected, networks 
built using a single data type yielded very different patterns sup-
ports of patient similarity. For example, DNA methylation strongly  
supports connectivity in the smallest patient cluster (Fig. 2a),  
whereas mRNA expression supports similarity in the medium-
sized cluster (Fig. 2b). DNA methylation and mRNA expression 
suggest relatively strong intercluster similarity (Fig. 2a,b), though 
the exact patterns are different between those data types. It is 
difficult to discern patterns in the patient-similarity network 
based on miRNA data alone (Fig. 2c). The fused network gives 
a much clearer picture of clustering in our set of patients with 
GBM, illustrated by the tightness of connectivity within clusters 
and relatively few edges between clusters (Fig. 2d).

We unified the results of several previous GBM analyses as 
well as identified new and potentially interesting associations. 
For example, our smallest cluster (subtype 3) corresponds to the  
previously identified IDH subtype12 consisting of younger patients 
with a substantially more favorable prognosis. All patients with 
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Figure 1 | Illustrative example of SNF steps. (a) Example representation of mRNA expression and DNA methylation data sets for the same cohort of 
patients. (b) Patient-by-patient similarity matrices for each data type. (c) Patient-by-patient similarity networks, equivalent to the patient-by-patient 
data. Patients are represented by nodes and patients’ pairwise similarities are represented by edges. (d) Network fusion by SNF iteratively updates 
each of the networks with information from the other networks, making them more similar with each step. (e) The iterative network fusion results in 
convergence to the final fused network. Edge color indicates which data type has contributed to the given similarity. 

From  Wang et al Nature Methods 2013

Computational concepts
1. Graph clustering
2. Clustering multiple graphs



Plan for next few lectures

• Sep 11th , 13th

– Background into graph theory, probability theory and molecular networks
– Readings: 

• L. Hunter. Life and Its Molecules: A Brief Introduction. AI Magazine 25(1):9-22, 
2004.

• Winterbach et al., Topology of molecular interaction networks. BMC Systems 
Biology,  2013
– Section on Network Biology

• Sep 15th

– Probabilistic graphical models for molecular networks



Learning goals of this class

• Gain a broad overview of the application areas and 
computational solutions in Network biology

• Gain a deeper understanding one or two areas introduced
• Apply the computational concepts to similar problems in 

biology and complex systems
• Understand and critique scientific articles
• Enable self learning and deeper study of related topics



Goals for today

• Administrivia
• Course topics
• Short survey of interests/background


